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Qu’'est ce qu'un modele radiomique ?

Doctorants Orsay

Présentation 14/10/2021 - Thibault Escobar, Nicolas Captier



Contenu des images actuellement largement sous-exploité

Triple negative tumor

18F-FDG PET: glucose metabolism
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Contenu des images actuellement largement sous-exploité

Radiomics: Images Are More than
Pictures, They Are Data

Radiology

Robert J. Gillies, PhD
Paul E. Kinahan, PhD
Hedvig Hricak, MD, PhD, Drihc)

In the past decade, the field of medical image analysis has
grown exponentially, with an increased number of pattern
recognition tools and an increase in data set sizes. These

“High-throughput extraction of quantitative features that result in the conversion of images
into mineable data and the subsequent analysis of these data for decision support”



Contenu des images actuellement largement sous-exploité

FDG PET

PRISE EN CHARGE PERSONALISEE ET ADAPTEE

RECHERCHE DE BIOMARQUEURS CONDUITE PAR LES DONNEES : RADIOMIQUE :
(# conduite par I'hypothése)

d Question d’intérét => collecte des données (images)

Extraction d’'un trés grand nombre de descripteurs mathématiques

j :l Analyse statistique multivariée supervisée => signature radiomique

T2 FAT SAT

Interprétation => formulation de nouvelles hypothéses

Définition de nouveaux biomarqueurs potentiels de fagon optimisée



Que sont ces caractéristiques radiomiques (features) ?
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Histogram-based Texture Shape Multi-scale
(SUVmax, SUVmean) (entropy) (sphericity) (wavelets)
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Que sont ces caractéristiques radiomiques (features) ?

Statistical analyses
Handcrafted and / or deep

radiomic features

Classification
Prediction

Machine learning



Objectifs pour la construction d’un modele radiomique

Données d’entrainement

;. g | Entrainement
- A

Adénocarcinome !

Donnée indépendante

Sélectionner un modéele pertinent et I’entrainer sur un jeu de données dans
I'espoir qu’il soit performant sur de nouvelles données indépendantes.




Quels sont les concepts et considérations de base ?

Comment appréhender les données et évaluer leur
capacité a construire un modele pertinent ?

Comment sélectionner un modele performant, adapté aux
données et a la question posée ?

Comment entrainer ce modeéle efficacement et tirer le
meilleur parti des données d’entrainement ?

Comment garantir aux utilisateurs la performance de ce
modele pour de nouvelles données ?

Toutes ces questions cachent un nombre trées divers de méthodes. L'objectif est de
sélectionner et imbriquer les plus adaptées pour répondre aux questions, dans la
limite de I'information contenue dans les données. 9




Tout est une histoire de données !

La construction d’'un modele radiomique résulte d'un démarche expérimentale.
On observe des données censées rendre compte de la réalité et on cherche a
en déduire une loi qui soit toujours performante.

. Intuition . ®
Donnees Expertise &

e Tous nos résultats et conclusions
@ & doivent étre mis en perspective par

C rapport a nos données initiales !
e Plus on a de données mieux
c’est!
C o Création d’un

modele radiomique 10



De nombreux challenges

INTERPRETABILITE

BIAIS (ex : effet machine)

UEs

Un tres grand nombre de résultats prometteurs.
Aucun modele déployé en clinique pour utilisation prédictive ou étude conduite par I’"hypothese.
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Généralisabilité

Régression logistique,
SVM linéaire,
modele de Cox, etc.

Arbres et foréts, réseaux de
neurones profonds,
classifieurs a noyaux, etc.

Performance

Deep Learning

Machine Learning
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Bias-variance trade-off |

Amount of Data

Dépend fortement du nombre d’individus et de la méthode utilisée !
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Biais

/" Model learned on G1 \
79 patients

f and applied on G2
39 pat1ents
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Density

Density

SUVmax

SUVmax after ComBat Homogeneity after ComBat

Homogeneity

PET:
Philips Gemini TF scanner, blob OSEM TF, 2 it, 33 subsets
Philips Gemini TF scanner, blob OSEM TF, 2 it, 33 subsets, 4 mm
GE Discovery 690 scanner, OSEM, 2 it, 24 subsets, 6 mm PF

Les modeles sont sensibles aux configurations d’acquisition des images !

Diminution possible grace a I’lharmonisation (ex : ComBat, standardisation par lots).

Attention ! Certains biais sont plus insidieux !
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Interprétabilité

Interprétabilité globale (modéle) Interprétabilité locale (individu) Transparence algorithmique (technique)

—  QUANTITATIVE
MAITRISE ET

A S S CONNAISSANCE DES
sy SPATIALE (images) TENANTS ET

IRELEEEEE. !? ‘ ABOUTISSANTS
t TECHNIQUES DE LA
METHODE UTILISEE

Si nous comprenons précisément ce sur quoi se base les modeles :

1. Nous pouvons faire @merger des hypotheses,

@ @ @ @ @ @ @ @
8 8 8 8 S I 8 8

2.  Nous pouvons savoir si nous pouvons leur faire confiance,

3. Il nous est plus facile de déceler certains biais potentiels. o



Etudes multicentriques

Federated Learning Architecture

Updated
model

SrsEssssssssssnsane Aggregation
Server

Le nombre d’individus est crucial | Un base de données représentative du contexte applicatif aussi !
1. Collaboration et partage de données (RGPD)
2. Collaboration et apprentissage fédéré
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Merci pour votre attention !
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