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Contenu des images actuellement largement sous-exploité

2



Contenu des images actuellement largement sous-exploité
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Contenu des images actuellement largement sous-exploité

“High-throughput extraction of quantitative features that result in the conversion of images 

into mineable data and the subsequent analysis of these data for decision support”
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Contenu des images actuellement largement sous-exploité
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Que sont ces caractéristiques radiomiques (features) ?
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Que sont ces caractéristiques radiomiques (features) ?
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Objectifs pour la construction d’un modèle radiomique

Sélectionner un modèle pertinent et l’entraîner sur un jeu de données dans 
l’espoir qu’il soit performant sur de nouvelles données indépendantes. 8



Quels sont les concepts et considérations de base ?

Toutes ces questions cachent un nombre très divers de méthodes. L’objectif est de 
sélectionner et imbriquer les plus adaptées pour répondre aux questions, dans la 
limite de l’information contenue dans les données. 9



Tout est une histoire de données !

La construction d’un modèle radiomique résulte d’un démarche expérimentale. 
On observe des données censées rendre compte de la réalité et on cherche à 
en déduire une loi qui soit toujours performante.

● Tous nos résultats et conclusions 
doivent être mis en perspective par 
rapport à nos données initiales !

● Plus on a de données mieux 
c’est !
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De nombreux challenges

INTERPRETABILITE
GENERALISABILITE 

BIAIS (ex : effet machine)
ETUDES MULTICENTRIQUES

Un très grand nombre de résultats prometteurs.

Aucun modèle déployé en clinique pour utilisation prédictive ou étude conduite par l’hypothèse.
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Généralisabilité

Bias-variance trade-off !

Dépend fortement du nombre d’individus et de la méthode utilisée !

Régression logistique,
SVM linéaire,

modèle de Cox, etc.

Arbres et forêts, réseaux de 
neurones profonds,

classifieurs à noyaux, etc.
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Biais

Les modèles sont sensibles aux configurations d’acquisition des images !

Diminution possible grâce à l’harmonisation (ex : ComBat, standardisation par lots). 

Attention ! Certains biais sont plus insidieux !
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Interprétabilité

Si nous comprenons précisément ce sur quoi se base les modèles :

1. Nous pouvons faire émerger des hypothèses,

2. Nous pouvons savoir si nous pouvons leur faire confiance,

3. Il nous est plus facile de déceler certains biais potentiels.

Interprétabilité globale (modèle) Interprétabilité locale (individu) Transparence algorithmique (technique)

MAITRISE ET 
CONNAISSANCE DES 

TENANTS ET 
ABOUTISSANTS 

TECHNIQUES DE LA 
METHODE UTILISEE
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QUANTITATIVE

SPATIALE (images)



Etudes multicentriques

Le nombre d’individus est crucial ! Un base de données représentative du contexte applicatif aussi !

1. Collaboration et partage de données (RGPD)

2. Collaboration et apprentissage fédéré
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Merci pour votre attention ! 
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