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• CNNs are widely used in research, but are they reliable and reproducible 
enough to be used in a clinical setting?

• If models generate different predictions when retrained, they could make 
inconsistent predictions for the same patient

• To test this, in this paper they train a CNN multiple times to see how 
predictions vary

Aim of the Paper
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• NIH chest radiography dataset 

• 112,129 radiographs used to identify 14 findings

• Train:Validate:Test ratio of 70:10:20 used

Dataset
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Basic Idea - Network Setup

Training data
Use training data to 
train neural network

Use trained network 
to predict on test 

data

Test data

Prediction 
(probability)

• Normal machine learning setup – use training data to train a neural 
network, then use the trained network to predict  the test data outcome
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Basic Idea – Repeat Experiment Varying Input Order

Training data
Use training data to 
train neural network

Use trained network 
to predict on test 

data

Test data

Prediction 
(probability)

• Exactly the same setup as previously, but randomly shuffle the order of the 
training data

• All other parameters (epochs, learning rate, initialisation weights etc) kept 
the same

Shuffle data order
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• Used a DenseNet-121 CNN pre-trained on ImageNet, 
then fine-tuned on the chest dataset

• Experiment repeated 50 times, varying the training 
data input order in each case

• Record the test set results in each case, see how 
consistent they are

Method – Neural Network Used
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• In blue the variability of the full test set across trained 
models (n=22,433 radiographs × 50 models = 1,121,650)

• In orange the variability in predicted probability of 
pneumonia for a single test set radiograph across all 50 
trained models

• The predicted risk of pneumonia on the single 
radiograph ranged from the 48.2 to the 95.3 percentile

Results - Pneumonia
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Results

• Table shows the average variation for each finding, across the whole test set

• The mean coefficient of variability mean(σ/µ), was 0.543 for individual 
models compared to 0.169 for ensembles of 10 runs
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Results – How does this translate to AUC?

• Comparing the AUC and error in AUC for a 
reduced (n=792) and full (n=22433) dataset

• Shows AUC variability decreases as n 
increases

• Also note that the AUC is consistently lower 
for the reduced  dataset

• This low variance in AUC masks potential 
wide variations in predictions on individual 
radiographs
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Results – How does this translate to AUC?

• AUC and empirical (from 50 tests) v 
theoretical confidence intervals for 
each finding

• On reduced test set (n=792)

• Empirical intervals don’t exceed 
theoretical intervals
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• Individual variation high (mean coefficient of variability mean σ/µ was 
0.543), but averaging over 10 CNNs reduces this to 0.169 

• In a clinical setting this could shift an individual patient from low to high 
risk (43% percentile range between lowest and highest probability 
estimation)

• AUC more consistent, but this can mask variations for predictions in 
single cases

• Studies have shown 30% disagreement between radiologists’ 
interpretations of abdominipelvic CTs and 25% disagreement for the 
same radiologist at different times

Discussion
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Appendix – # of Data in different diseases
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